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I Goal: Reduce the number of learnable parameters while keeping a
competitive performance in extractive summarization

I Idea: Incorporate the discourse information to the summarizer’s
attention module

I How:
1 Embed the discourse tree (Dep/Const) into an attention matrix (three

variants)
2 Replace the original dot-product self-attention with the fixed tree attention


