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Motivation Idea: Does Summarizers’ Attention Align with Human-annotated Trees? Conclusion
Discourse tree is important for extractive 1. Build discourse trees based on the attention matrices of trained extractive summarization model, A: Extractive summarization models do
summarization task. [1] 2. Verify whether and how they are aligned with human-annotated discourse trees. learn discourse information implicitly
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Q: Do Summarizers Learn Discourse KX ()
P .
Information? Trained Extractive Summarization Model X Constituency Tree  Dependency Tree
Step 0: Train Summarizer Step 2: Build Discourse Trees
Structure: Constituency Tree Generation | Dependency Tree Generation Settings Overall
Datasets: RST-DT, Instruction, GUM CKY Eisner CLE
. . . . . . : . . Model No Cons. | Sent Cons. | No Cons. | Sent Cons. | No Cons. | Sent Cons.
CKY Algorithm: dynamic programming,| Eisner Algorithm: dynamic programming alg., Evaluation Metric: RETDT
bottom-up alg. can only produce projective trees. - Constituency Tree: RST-Parseval Score CNNDM-21 | 61.2/59.7 | 76.2/746 | 23.7/48 | 282/182 | 21.6/1.5 | 29.3/19.6
- Dependency Tree: Unlabeled CNNDM-6-8 | 60.3/60.8 | 75.4/75.0 | 7.9/20.5 | 13.8/27.8 | 7.3/17.3 | 16.1/28.5
Dataset: CNNDM, NYT CKY Matrix Attention Matrix | CLE Algorithm: find the maximum spanning Attachment Score Badom | 58604 | 761W4) | 115108 | 20502 | 1.7(0:00) | 19710)
/ tree in the graph, and can produce both Constraints: Structure Properties Per-head
projective or non-projective trees. - No Constraint / Sentence Constraint (Best Head) p— -
. . Au | Ass mm | Branch | Height | Leaf | Arc | vac. (%) WIS MNOZ Mgnod | Weodhsm M1 Medit | Meczads Moz M
Step 1: Get Attentions Aﬂf[hs Projective: G Localness (BeSt Head) Ours(No Cons) | 1.74 RST2_5D;6 049 [ 012 3% onsvam §
4 AMI: TRICI: EDUI EDU2 EDU3 EDU'* EDU5 Measurement(%) [ No Cons. | Sent Cons. Ground-truth Tree 2:10 8..19 0:51 0:13 2% m | |
RST-DT Instruction
1 . Average Over each |ayer EDUy, EDU; EDU; EDU; EDUy m Local Ratio Corr. l 77.78 I 79.17 OUrS(NO COnS) 1.80 14.35 0.50 | 0.14 3% Max: 34.13 Min: 10.03 Avg: 18.59 Max: 41.45 Min:9.30 Avg: 17.99 | Max:3054 Min: 10.62 Avg: 16.73
2 Attention matri rh Instruction Ground-truth Tree 1.59 8.49 | 0.41 | 0.15 1% . B [
entio atrices per head Non-Projective: EDU, EDU, EDU; EDUy EDUj Local Ratio Corr. | 81.15 [  84.90 GUN Constrai| & u b 3
per layer = Ours(No Cons) | 214 | 43.08 | 054 | 0.08 | 0% | |
Local Ratio Corr l 77.99 I 8020 Ground-truth Tree 2.02 12.17 | 0.51 | 0.04 0%

. . . . . . L * More detailed results and analysis on generated trees can be found in the paper.
[1] Daniel Marcu, Discourse Trees are Good Indicators of Importance in Text, Advances in Automatic Text Summarization (1999)
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