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PRIMERA: Pyramid-based Masked Sentence 
Pre-training for Multi-document Summarization

1. Motivation & Highlights

★ Generally easier to use than the models with custom 
architectures.

★ Able to work with limited data (as low as 10 examples).

★ SOTA results in data rich setting (fully-supervised)

First pre-trained model focused on multi-document 
summarization

2. Input Structure & Architecture 

Cluster ROUGE: 

3. Pre-training w/ Entity Pyramid Masking Strategy
● Goal: Teach model to connect/aggregate information across a “cluster” of related docs

● Multi-doc corpus: Newshead (360k clusters, 3.5 doc/cluster on average)

● Objective: Gap Sentence Generation (like in PEGASUS[1])

○ Select SALIENT sentences (as pseudo-summary) and reconstruct them based on other sentences

● Novel GSS Strategy: Entity Pyramid (inspired by Pyramid Evaluation [2])

○ Select sentences that best represent the entire cluster of input documents, based on the information 
overlap with all the other documents in the cluster 

 

Sample Usage (HF)

● Input Structure: 
○ Simply concatenate documents into one sequence
○ Special document separator tokens (<doc-sep>)

● Architecture: Longformer Encoder Decoder

○ Global + Local Attention
○ Allows for long sequence input
○ Global Attention on <doc-sep>

4. Top performer in zero-/few-shot & fully supervised settings & human evaluation

DATASETS
Prev.  SOTA Ours( PRIMERA)
R1 R2 RL R1 R2 RL

Multi-News 49.2 19.6 24.5 49.9 21.1 25.9
Multi-XScience 34.1 6.8 18.  2 31.9 7.4 18.0

WCEP 35.4 15.1 25.6 46.1 25.2 37.9 
arXiv 46.6 19.6 41.8 47.6 20.8 42.6

Model
Pyramid Evaluation Fluency

S_r R P F Gram Ref. Str.&Coh

PEGASUS 6.0 2.5 2.4 2.4 4.45 4.35 1.95

LED 9.6 3.9 4.0 3.8 4.35 4.50 3.20

Ours(PRIMERA) 12.5 5.1 5.0 5.0 4.70 4.65 3.70
PEGASUS 8.7 9.1 9.4 9.1 4.40 4.20 3.20

LED 6.9 7.1 10.8 8.4 3.10 3.80 2.55

Ours(PRIMERA) 8.5 8.9 10.0 9.3 4.40 4.45 4.10

a. Zero-shot Results

An example of how the Entity Pyramid strategy selects more 
representative sentences than the Principle strategy 

b. Few-shot Results c. Fully Supervised Results

d. Human Evaluation Results (DUC 2007 & TAC 2008)
a. In zero-shot setting, PRIMERA outperforms all 

the other pre-trained models on most of the 
datasets (up to 5 ROUGE points)

b. In few-shot setting, PRIMERA outperforms all 
the other pre-trained models on all the datasets.

c. In fully supervised setting, PRIMERA achieves 
SOTA on multi-doc/single doc summarization 
datasets

d. PRIMERA also shows a better performance on 
human evaluation

e. The ablation study shows both input structure 
and Entity Pyramid strategy help improve the 
performance 

e. Ablation Study on Multi-News
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